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What is a “large scale service”?

A service (a portal) which is:

● operating on national and international level (users)

● open to the entire world (not behind a firewall or on a
dedicated network, intranet)

● sharing both the front-end (galaxy framework) and the
back-end (e.g. cluster) resources

● sharing data storage resources
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What is a “large scale service” setup?

Very much like usegalaxy.org, but … requiring also at least:

1. Authentication & Authorization

● Who is allowed to log in

● What is the authentication procedure

● What tools the different users are allowed to run

2. Resource allocation management (esp. in a cluster setup)

• Projects and Project Managers vs Users

• Allocation of resources to projects

• Accounting for these resources

• Report generation per project basis
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Authentication challenges

a)  Built-in authentication procedure

OK, but impossible to filter the users and implement SSO

b)  Local LDAP

OK, but hard to add external users

c)  Trusted Identity Providers (Federations)

OK, but technically quite challenging 
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Identity Providers solution
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Trusted Identity Providers

a)  National scale in Norway (FEIDE)

b)  Scandinavian scope (KALMAR)

c)  World scope (EDUGAIN)

d) Facebook/Google, etc

e) Integrated gateway : Dataporten
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Trusted Identity Providers
implementation

SAML 2.0 built into Galaxy

● 1 additional package only required (Galaxy independent)

● SP configuration – full control and flexibility (Galaxy independent)

● many changes in the Galaxy code 

Difficult to keep pace with Galaxy development 
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Example of the Lifeportal?
require_login=True / remote_user = False
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Example of the Lifeportal?
require_login=True / remote_user = False
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Trusted Identity Providers
implementation

SAML 2.0 implemented outside the Galaxy code

● SP configuration – out of the box

● Galaxy absolutely independent! 

● A complex bundle of software involving compilation & dependencies :

✗ PHP (SimpleSamplPhP)

✗ Memcached server + 2 C-libraries

✗ PHP support for Memcached server

✗ Apache module for memcached

Difficult to keep pace with the development of
the software bundle 



Swiss-German  Galaxy Workshop, October 2016

Example of Geoportal
remote_user = True
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Trusted IdP (last developments)

OAuth 2.0 implemented outside/inside the Galaxy
code – under development

Explored solutions depend on the existing libraries:

● Apache driven (the configuration in the Apache config files)
● tiny but extremely cryptical solution, quite unflexible

● SimpleSamlPhp library
● very difficult to resolve all PHP dependencies

● Python package
● outside Galaxy code - requires a separate server/port to communicate with the

oath2 gateway
● Inside Galaxy code – needs rewriting and intrusion into Galaxy code

● mod_wsgi (in Apache) – still under investigation
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Identity Providers solution
DATAPORTEN in geoaccessno portal

Slide by Trond Thorbjørnsen (uio)
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Resource allocation challenges

The principles of resource allocation:

● All jobs on a shared cluster are run “on behalf of” an account (project)

● All projects receive an allocation of CPU hours. When the CPU hours in  a project
are exhausted, no jobs belonging to this project will be allowed to run on the
cluster. 

● All users must be members of at least one project in order to run jobs

● Every project has a project manager who manages the CPU allocations of the
project and adds/removes users in the project
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Resource allocation challenges

In order to implement this model we need:

● A resource allocation manager – GOLD**

● Defines projects and users and assigns users to projects

● Allocates resources to projects

● Reserves resources to jobs

● Charges the projects for used resources  (per job)

● Refunds the projects for reserved but unused resources

● Interface from Galaxy to GOLD
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GOLD – terminal & web

[root@galaxy-prod01 ~]# /opt/gold/bin/glsuser | grep added
abegiz3@yahoo.com                 True                                    non-feide user added by magnus.popp@nhm.uio.no  
anna.vader@unis.no                True   Anna Vader  anna.vader@unis.no   Manually added non-feide project manager - nikolaiv 
laurindodasilva@fas.harvard.edu   True                                    non-feide user added by torbjorn.ekrem@ntnu.no
mgrabowski@email.gwu.edu          True                                    non-feide user added by t.f.hansen@ibv.uio.no   
ovidiu.paun@univie.ac.at          True                                    non-feide user added by a.k.brysting@ibv.uio.no 

ricivito@hotmail.it               True                                    non-feide user added by geirksa@ifi.uio.no    
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Project application form
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Project application form (new version)
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Project selection for job execution
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Project selection for job execution
(in job_conf.xml)
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Project management
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Project manager interface

Galaxy integrated
vs.

GOLD
vs.

“home made”
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Thank you
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