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Astonishment phase

Ah! Cool!

Let's try it!Let's try it!

Works!Works!

In the beginning there was YOU
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What about sharing?

Then came your colleagues!

... and said : could I have a look at your results and how did you do that one?

Show me please
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You start the real work now

Thank you for sharing!
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And the problems begin piling up ...

What do you mean by “disk is full”, 
I have so little data in there?

My history takes ages to display!!

Galaxy is really slow today!!
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And the solutions start to flow in ...

Data + Job execution

Galaxy Web interface

Galaxy Database

PostgreSQL/MySQL
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More flexibility ...

Galaxy1 Galaxy2Galaxy2

DB DB DB
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Why did we go for such a solution?

Domains:

● Bioinformatics (NGS and Phylogeny)

● Geosciences

● Physics

● Chemistry

● Language Engineering (computational 
linguistics)

● Climate studies

● etc.

Big cluster configuration (ABEL):

Number of Cores : 10000+

Number of nodes : 650+

Max Floating point performance : 258 Teraflops/s

Total memory : 40 TebiBytes

Total local storage : 400 TebiBytes

Users : ~1750 

USIT (University Center for Information Technologies), University of Oslo
Special group for IT-support for research 
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Galaxy instances

1 Bioinformatics platform lifeportal.uio.no (production):

Users : 535 (end June)

Access to cores : 687

Tools : over 300

1 Geosciences (Geoportal) and 1 Language engineering (Language Analysis 
Portal) to become in production in early fall 

7 test Galaxy instances

Currently 3 galaxy code versions
Moving to common code base now under Git repository with branches for 
each customization
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What do we mean by a distributed (complex) Galaxy 
instance?

Galaxy running on your 
machine/dedicated server

Galaxy web-interface and job execution 
running on different servers  (hosts)vs

SQLite (built-in) Galaxy DB – a professional relational database (e.g. 
PostgreSQL) exported to a DB “hotel”vs

WSGI server (built-in) Production-oriented web-server solution (e.g. 
Apache proxy server)vs

Datasets on a cluster partition (huge amount of 
data + centralized backup and storage)

Datasets on the same machine 
(storage limitations) vs

Applications running on a cluster (loaded as 
modules)

Applications running on your 
machine vs

Authentication and authorization - requiredNo need for authentication
vs

 Accounting/resource management - requiredNo need for accounting
vs
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Galaxy instance : separate galaxy code from data?

Galaxy running on your 
machine/dedicated server

Galaxy running on a VM/separate physical 
machine which mounts a cluster partitionvs

Galaxy code

nodenodenode

nodenodenode

Abel cluster

[root@galaxy-prod01 gold]# df
Filesystem             1K-blocks               Used                      Available             Use%     Mounted on
/dev/mapper/internvg-root           12319920               5645068                6045836              49%     /
/dev/sda1                  245679                   85344                    147228                 37%    /boot
/dev/mapper/internvg-opt            999320                  409484                   537408                 44%     /opt
/dev/mapper/internvg-tmp           999320                  4456                       942436                 1% /tmp
/dev/mapper/internvg-usr            3997376                2040116                 1747548               54%     /usr
/dev/mapper/internvg-var            3997376                1219144                 2568520               33% /var
fhgfs_nodev                                298765170688      157997927936       140767242752     53% /cluster
fhgfs_nodev                                363204909056      222982917120       140221991936     62% /work
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Professional SQL database 

SQLite (built-in) Galaxy DB – a professional relational database (e.g. 
PostgreSQL) exported to a DB “hotel”vs

Galaxy code

nodenodenode

nodenodenode

Abel cluster

PostgreSQL
DB server

SSL connection
SSL connection

- located on a different host (recommended)
- SSL connection (recommended)



GCC 2015 – Galaxy as a Service, Norwich, 2015

And a NoSQL database – Language Analysis Portal 

SQLite (built-in) Galaxy DB – a professional relational database (e.g. 
PostgreSQL) exported to a DB “hotel”vs

Galaxy code

nodenodenode

nodenodenode

Abel cluster

PostgreSQL
DB server

SSL connection
SSL connection

MongoDB
DB server

The data itself
The data itself

metadata
metadata
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Set up a production web-server

WSGI server (built-in) Production-based web-server solution (Apache 
proxy server)vs

Galaxy code

nodenodenode

nodenodenode

Abel cluster

PostgreSQL
DB server

SSL connection
SSL connection

Apache proxy
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Remote job execution

Applications running on the cluster (loaded as 
modules)

Applications running on your 
machine vs

Galaxy code

nodenodenode

nodenodenode

Abel cluster

PostgreSQL
DB server

SSL connection
SSL connection

Apache proxy

Interface between 
Galaxy and the cluster
job scheduler - SLURM

Interface between 
Galaxy and the cluster
job scheduler - SLURM

wrappers

binaries
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Data

Datasets on a cluster partition (huge amount of 
data + centralized backup and storage)

Datasets on the same machine 
(storage limitations) vs

Galaxy code

nodenodenode

nodenodenode

Abel cluster

PostgreSQL
DB server

SSL connection
SSL connection

Apache proxy

/database
/database
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Who is authorized to use the service

Authentication and authorization - requiredNo need for authentication
vs

Galaxy code

nodenodenode

nodenodenode

Abel cluster

PostgreSQL
DB server

SSL connection
SSL connection

Apache proxy

Data handling
Galaxy-SLURM interaction

Data handling
Galaxy-SLURM interaction

External authentication:
EDUGAIN, Authorized LDAP

Locally registered users
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Authentication from within galaxy(1)
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Authentication from within galaxy(2)
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Authentication at the web-server 
level (before accessing galaxy)



GCC 2015 – Galaxy as a Service, Norwich, 2015

Resource allocation and accounting

Separate module (GOLD) for 
accounting/resource management

No need for accounting
vs

Clusters are configurations which share and allocate resources to users

Every job is reported with regard to :

• which project (account) it has been run in

• how many resources it has used (cpu hours, cores)
 

• which user (project) has been charged for the used resources
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Resource allocation and accounting - example
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Galaxy on Abel cluster (but could be anywhere else )
physical configuration

External authentication (FEIDE)
Locally registered users

Apache proxy

Paster (WSGI)

PostgreSQL
DB server

nodenodenode

nodenodenode

Abel cluster

SSL connection
SSL connection

Interface between 
Galaxy and SLURM – DRMAA

job scheduler - SLURM

Interface between 
Galaxy and SLURM – DRMAA

job scheduler - SLURM
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 Thank you

https://www.usit.uio.no/om/organisasjon/uav/itf/intern-doc/galaxy/galaxy-test.html

n.a.vazov@usit.uio.no
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