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When to use the cloud?

• Don’t have informatics expertise or 

infrastructure to run/maintain 

• Have extended or particular resource needs

• Cannot upload data to a shared resource

• Need for customization

• Have oscillating data volume



B. Isolated Galaxy instance(s) A. Users in different labs C. Dense data center

Galaxy CloudManSaaS IaaS

The big picture



Galaxy CloudMan
• Complete solution for instantiating, running and scaling cloud resources with 

automatically configured Galaxy

• Scope of tools and reference datasets exceed Galaxy Main

• Deployment on Amazon Web Services Cloud

• Wizard-guided setup: requires no computational expertise, no 

infrastructure, no software

• Automated configuration for machine image, tools, and data

• Self-contained deployment 

• Dynamic persistent storage

• Sharing of derived cluster instances

• Elastic resource scaling: manual or automatic

• Deploy a Galaxy cluster in minutes!



Deploying Galaxy on 

the AWS Cloud

1. Create an AWS account and sign up for EC2 

and S3 services

2. Use the AWS Management Console to start a 

master EC2 instance 

3. Use the Galaxy CloudMan web interface on 

the master instance to manage the cluster



2. Start an EC2 Instance



3. Configure Your Cluster
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Building CloudMan machine image

• Dependencies and tools

• Automated the configuration process

• Go from bare bones OS to Galaxy-ready 

machine

• Applicable outside the cloud

• Build-a-machine (yourself )

• Based on Python Fabric

• Easily extensible: add your own tool



Galaxy VM

• Built a Galaxy pre-configured VM image

• Galaxy and a range of tools

• Reference genomes will need to be 

downloaded (but it’s automated)

• Available from S3 bucket `usegalaxy`



CloudMan instances

• Self-contained configuration: CloudMan, 

Galaxy & tools, reference genomes, data

• Thus:

• Reproducible

• Customizable

• Extensible



Data

• It is only yours

• Preserved while the cluster is off

• Can grow as the analysis grows

• Up to 1,000GB currently



The importance of sharing

• Share entire Galaxy CloudMan cluster instances

• Publish an analysis

• In progress or otherwise

• Use CloudMan as PaaS

• Deploy your own tool and make it available

• Snapshot your instance 

• Data

• Configuration



Deployment sharing



Grow and Shrink





Don’t waste the 

resources

• Once the need for a given cluster subsides, 

                                 - you can always start it 

back up

• Data is preserved while a cluster is down



Summary of the 

CloudMan architecture
• Minimum setup time and cost

• No need for an external broker

• Automated configuration

• Data persistence

• Built-in support for managing the oscillating data 
volume

• Self-contained deployment 

• Customizable instances: CloudMan as PaaS

• Versioning of tools, data, and configurations



Questions

&

Comments

http://usegalaxy.org/cloud

http://tinyurl.com/galaxycloud
http://tinyurl.com/galaxycloud

