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Outlines 

•  Galaxy implementation at OICR 

•  Introduction of SeqWare 

•  Integration of SeqWare within Galaxy 

•  Future development 
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OICR 

•  Ontario Institute for Cancer Research 

•  Launched by the Government of Ontario in 
December 2005 

•  An innovative translational research 
organization dedicated to research on the 
prevention, early detection, diagnosis and 
treatment of cancer. 

•  About 150 researchers in the Genomics and 
in the Informatics and Bio-computing 
platforms 

•  Projects includes ICGC, Bioinformatics.ca, 
Bioinformatics link directory, … 

•  Galaxy fits well in such a large institute 



4 

OICR Compute Resources 

•  5500 cores 

•  185 nodes with 16 GB RAM 

•  221 nodes with 24 GB RAM 

•  32 nodes with 96 GB RAM 

•  5 nodes with 256 GB RAM 

•  2.5PB of online storage 

•  1Gb, 10Gb and fibre connectivity 

•  SGE  
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Galaxy Servers at OICR 

•  Standalone server: 
–  4-cpu  

–  8GB memory 

–  Nginx 

– mysql 

–  3 webapp and 1 job runner 

•  On the cluster: 
–  2-cpu 

–  2GB memory 

–  Apache 

–  PostgreSQL 

–  LDAP authentication 

–  Submit jobs to OICR cluster 
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SeqWare 

•  Supports massively parallel sequencing 
analysis 

•  Developed at UCLA, UNC, OICR 

•  http://seqware.sourceforge.net 

•  Components: 

– MetaDB 

–  Portal 

–  Pipeline (Pegasus, Condor, Globus Toolkit) 

–  Query Engine 

•  WebService 
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SeqWare Architecture 
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SeqWare WebService 

•  REST API 

http://seqware.github.com/seqware/ 

–  /workflows/ 

–  /workflows/{swAccession} 

–  /workflows/{swAccession}/run 

–  /workflowruns/{workflowRunAccession} 

–  /workflowruns/{workflowRunAccession}/files 

–  /workflowruns/{workflowRunAccession}/

processings 
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Benefit of the Integration 

•  Take advantage of mature workflows from 
SeqProd group for NGS analysis 

•  Easy downstream analysis for SeqProd 
group 

•  Reproducible: same dataset, same result 

•  Version of tools and references 

•  HPC cluster issues 

–  Re-launch jobs when they fail 

– Memory and queue management 
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SeqWare and Galaxy Integration 
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SeqWare Workflow Implemented 

•  HelloWorld 

•  Novoalign 

•  GATK (Exomes, WholeGenome) 

•  VariantAnnotation (zipped, un-zipped VCF, 
GFF3 input) 
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SeqWare NovoAlign Workflow 
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SeqWare GATK workflow 
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SeqWare VariantAnnotation Workflow 
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Future Development 

•  More bundled software workflows: RNASeq, 
Structure Variants, … 

•  Different versions of SeqWare workflow 
bundles 

•  SeqWare results as data source 

•  SeqWare adopts Galaxy XML syntax 

•  Integrating SeqWare MetaDB 
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Questions and Comments 


