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3 things

« New CloudMan features
. Blend library

. Creating a National Genomics Virtual Lab




CloudMan Features

Start/launch through a web browser or the command line
Choose between four cluster types

Multiple cloud support

Terminate/restart

Scale

Auto-scale

Spot support

Persist changes

Share-an-instance (customized one to0)

Expand the file system

Customize (via CLI or the Tool Shed): tools, data, references
Access through ssh

File system access for any S3 bucket -> data library
Control the Galaxy process

API (via Blend)

Build your own image (via mi-deployment)
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Multiple Cloud Support

 Support for AWS, OpenNebula (thanks to Mattias de
Hollander!), and OpenStack cloud middleware

« Run the same setup on a private or public cloud

- Infrastructure setup is still automated




Spot Support

 Support for AWS Spot instances

. Generally at ~30% cost of a full instance

- Depend on demand and can terminate at any
moment




Use S3 Buckets as File Systems

Mount any S3 bucket as a local file system

Gain fast access to AWS Public Datasets
(e.g., 1000genomes)

Also works on non-AWS clouds




APls & Blend

« CloudMan has an API

- Blend
A Python library for interacting with Galaxy's
and CloudMan’s APIs

$ [sudo] pip install blend-1lib




# Request an instance of CloudMan

from blend.cloudman.launch import CloudManLaunch

cml = CloudManLaunch(‘access_key’, ‘secret_key’,
cloud)

cml.launch(‘cluster_name’, ‘img_id’, ‘inst_type’, ‘pwd)

cml.get_status()




# Manage an instance of CloudMan

from blend.cloudman import CloudMan

cm = CloudMan(http://115.146.92.145", ‘pwd’)
cm.initialize(type="Galaxy")
cm.get_status()

cm. add_nodes(3)

cm.enable_autoscaling(0, 5)

cm.get_galaxy_state()




# Import data into a Data Library and execute a workflow with it

from blend.galaxy import GalaxyInstance

gi = GalaxyInstance('http://usegalaxy.org’', 'your API key')

lib = gi.libraries.create_library('Set 13")

dl = gi.libraries.upload_file_from_url(lib['id'], ‘http://

tinyurl.com/gcc-exons')

d2 = gi.libraries.upload_file_from_url(lib['id’], 'http://

tinyurl.com/gcc-snps’)

gil.histories.create_history('Run 13")

w = gc.workflows.get_workflows()[@]

gi.workflows.show_workflow(w['id'])

dataset_map = {'25': {'id':d1['id'], 'src':'1ld'},
'27': {'id':d2['id'], 'src’':'ls’'}}

gi.workflows.run(lib[‘'id’], dataset_map, ‘F+1lib['id’])




Blend 0.1 documentation »
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Blend is a Python (2.6 or higher) library for interacting with BioCloudCentral.org, CloudMan, and Galaxy‘s API.
Conceptually, it makes it possible to script and automate the process of cloud infrastrucutre provisioning and
scaling, as well as running of analyses within Galaxy. In reality, it makes it possible to do things like this:

+ Create a CloudMan compute cluster, via an API and directly from your local machine:

from blend.cloudman.launch import CloudManLaunch

cml = CloudManLaunch('<your cloud access key>', ‘<your cloud secret key')
cml.launch('Blend CloudMan', ‘ami-<ID>', ‘ml.small’, ‘password')
cml.get_status()

« Manipulate your CloudMan instance and react to the current needs:

from blend.cloudman import CloudMan

cm = CloudMan("instance IP", “password")
cm.initialize(type="Galaxy")
cm.add_nodes(3)

cluster_status = cm.get_status()

cm. remove_nodes(2)

+ Interact with Galaxy via a straighforward AP!:

from blend.galaxy import GalaxyInstance

gi = GalaxyInstance('<Galaxy IP>', key='your API key"')

libs = gi.libraries.get_libraries()
gi.workflows.show_workflow( ‘workflow ID")
gi.workflows.run_workflow( ‘workflow ID', input_dataset_map)

Although this library allows you to blend these three services into a cohesive unit, the library itself can be used with
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CREATING A NATIONAL GENOMICS
VIRTUAL LABORATORY

Univ. of Queensland and Victorian Life Sciences Compute Initiative (VLSCI)




Australian National Research Cloud

Provide computational infrastructure to support research

Compute and Storage
(~25,000 cores + multiple PBs)

" nectar



shell vs. IDE



Genomics Virtual Lab

Researcher activities

Mature pipeline Training and Interactive analysis and
analysis education workflow development

Best practice workflows Workshops,

online tutorials
Support
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Galaxy UCSC, GBrowse, IGV

Workflow and visualisation platforms

Bioinformatics toolkit CloudBioLinux

Cluster-on-the-Cloud CloudMan

Public data catalogues

ENCODE, UCSC, Ensembl,
Epigenome.org, ...
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Cluster-on-the-cloud
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Data catalogs

Researcher activities
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Welcome to Ubuntu 11.10 (GNU/Linux 3.0.0-14-virtual x86_64)
* Documentation: https://help.ubuntu.com/
System information as of Wed May 2 04:53:21 UTC 2012
System load: ©.14 Processes:
Usage of /:  79.5% of 9.84GB  Users logged in: °
Memory usage: 15% IP address for ethd: 115.146.94.163
Swap usage: 0%

Graph this data and manage this system at https://landscape. canonical.com/

111 packages can be updated.
56 updates are security updates.

New release '12.04 LTS' available.
Run 'do-release-upgrade’ to upgrade to it.

Get cloud support with Ubuntu Advantage Cloud Guest
ttp: //wen . ubuntu 1oud

tp
ubuntu@server-3772:~$ gstat -f

queuename qtype resv/used/tot. load_avg arch states
all.g@server-3772.novalocal BIP 0/0/1 0.33 1x24-amd64
all.g@server-3804.novalocal BIP  0/0/1 0.33 1x24-amd64
all.g@server-3805.novalocal  BIP  0/0/1 0.60 1x24-amd64
all.g@server-3806.novalocal BIP  0/0/1 0.09 1x24-amd64
all.g@server-3807.novalocal BIP 0/0/1 0.65 1x24-amd64
all.g@server-3808.novalocal BIP  0/0/1 0.56 1x24-amd64

ubuntueserver-3772:~$ []
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Exemplar best practice workflows
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Exemplar workflows

Variant calling:

O GATK best-practice
O microbial

O cancer-optimised

RNA-seq differential expression

Fusion gene discovery from RNA-seq
MicroRNA analysis

De novo genome and transcriptome assembly
Metagenomics
ChIP-seq

Variant annotation
Pathway analysis
Methylation



Scalable, reproducible, accessible

- New approaches for dealing with the data
 Provide an illusion of unlimited data storage
- New model for data accessibility

 Scale and replicate across multiple nodes around
the country (and the world)

- Integrate with public and other academic clouds
- Enable sharing and provide consistency
« Ensure ‘'upgradeability’

- While permitting customization
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