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This is accessibility! 



But only sometimes… 



So, there are alternatives 



BUT WHAT IF YOU WANT YOUR OWN, 

QUICKLY 



SaaS IaaS 

The big picture 

CloudMan

A. Users in different labs B. Isolated cluster instances C. Dense data center 



What is CloudMan? 

A cloud manager that orchestrates all of the 
steps required to provision, manage, and 
share a compute platform on a cloud 

infrastructure, all through a web browser. 



More specifically… 

CloudMan allows one to create a compute 
cluster in the cloud, use pre-configured 
applications, or add one’s own. And then 

share it all. 



Where is it used? 
•  Galaxy project 

•  Genomics Virtual Laboratory (GVL) 

•  Endocrine Genomics Virtual Laboratory 

(endoVL) 

•  Neuroimaging Virtual Lab 

•  Human Communications Services VL 

•  NBIC's SARA cloud 

•  JCVI, MSI, Harvard Medical School 



Deploying a CloudMan 

Platform 

1.  An account on the supported cloud 

2.  Start a master instance via BioCloudCentral.org 
or the cloud web console 

3.  Use the CloudMan web interface on the master 
instance to manage the platform 



Starting an Instance 
 

biocloudcentral.org 

usegalaxy.org/cloudlaunch 

launch.genome.edu.au 

Cloud dashboard / console 

Launcher choices 

Script it via API 



Configuring a cluster 



Manage Your Cluster 





Remote desktop 

•  Use VNC server on the instance 

•  In-browser access via noVNC 

•  Just point your browser to <inst IP>:6080 

•  Early days for the feature… 



Beyond GUI 

•  API interface 

•  Goal is to enable creation of automated and 

scalable pipelines while hiding infrastructure 
details 

•  CloudMan as an infrastructure manager 

•  Galaxy as a workflow execution engine 



BioBlend is a Python library which wraps the 
Galaxy API and the CloudMan API 

 



http://bioblend.readthedocs.org/ 



Beyond GUI #2 
Command line access (with sudo access) 

 

 

Run jobs on a cluster 

 
 

Use Galaxy tools and reference genome data 

$ ssh ubuntu@<instance IP address> 

$ sudo -s 

$ qsub job_script_from_any_sge_cluster.sh 

$ qstat -f 

$ cd ~/gvl_commandline_utilities 

$ sh run_all.sh 

$ module avail 



CloudMan Platform Features 
•  A complete solution for instantiating, running and scaling cloud resources 

•  Get a scalable compute cluster: SGE, Hadoop, HTCondor 

•  Get an automatically configured Galaxy application 

•  Scope of tools and reference datasets exceed Galaxy Main 

•  Deployment on AWS, OpenStack, Eucalyptus, and OpenNebula clouds 

•  Automated configuration for machine image, tools, and data 

•  Wizard-guided startup: requires no computational expertise, no infrastructure, no software 

•  Self-contained deployment  

•  Ability to re-launch clusters after periods of inactivity  

•  Elastic resource scaling: manual or automatic 

•  On AWS, support for Spot instances 

•  Dynamic persistent storage 

•  Use any S3 bucket as a local file system 

•  Use managed NFS / Gluster as a file system 

•  Use archive URL to download arbitrary file system 

•  Share your instance: including all customizations (data, tools & configurations) 

•  Easily replicate the EXACT environment 



Value Added Features 
Customizing, Sharing, Scaling 



Customize Your Instance 

•  Each CloudMan instance is self-contained, 
meaning that it can be built upon 

•  If a tool is missing, simply install it 

•  Readily integrates with the Tool Shed 

•  Install your tool and make it available 

•  With all the configurations and sample 
data 



Share Your Instance 

•  Share entire (Galaxy) CloudMan platform 

•  Even the customized ones (including data 
and/or tools) 

•  Fully automated solution 

•  Publish a self-contained  

analysis 

•  Analyses in progress or  
complete 



Instance sharing 



Scaling the infrastructure with the computation 



Exercising elasticity 
with Auto-Scaling 

Computation time: 9 hrs 

Fixed cluster size 

5 nodes 
Computation cost: $20 

20 nodes 
Computation cost: $50 

Computation time: 6 hrs 

1 to 16 
nodes 

Computation time: 6 hrs 

Dynamic cluster size 

Computation cost: $20 



Underlying architecture 
Deploying, coding, extending 



System architecture 

Management 

Console

Application(s)

(eg, Galaxy)

1°
2°

3°

6°, 8°

9°

Persistent 

data 

repository

Start CloudMan

Setup services

5°

4°

7°

10°

CM-w

CM-w

CM-w

...

FS 1 FS ...

Block storage

Contextualize 

image

CloudMan MI

CloudMan MI

...

CloudMan MI

CloudMan machine image

11°

S3/Swift

CloudMan instance

Snap1 Snap..
Managed 

FS

Inst. storage

or or
FS archive



Data incarnations 

FS 1 FS ...

Block storage

Snap1 Snap..
Managed 

FS

Inst. storage

or or
FS archive

https://swift.rc.nectar.org.au:8888/v1/ 
AUTH_377/cloudman-os/galaxyFS-2.13.tar.gz 

 
wget & untar  

Swift container 
Volume 

snapshots 

Managed  
Gluster  

file system 
115.146.85.193:/gvl-vol-replicated 
 

mount & nfs share 

snap-a734hin1 
 

vol-82ojids2 



CloudMan infrastructure requirements 

•  Customizable machine image 

•  Support for instance user data 

•  Persistent object store 

•  Data volumes and (shareable) volume 
snapshots 

•  Resource metadata (ie, tags) 



Building the components 

•  Leverage CloudBioLinux build framework 

•  A number of flavors exist 

•  Core CloudMan image 

•  Base Galaxy image 

•  Full CloudBioLinux image 

•  Semi-automated process 

•  See Ron Horst’s talk tomorrow 



CloudMan-as-a-Platform 

Enable easy creation of user-specific cloud 

platforms	



Couple the infrastructure, functional application execution environments, 

applications, and data into a single unit that can easily be used and 

manipulated by a user.	



 

User-specific 

platform
Infrastructure

Application 

execution 

environment
= + + Data+

Easily adaptable Customizable Configurable, Sharable, Scalable

ApplicationApplicationApplications



Extending the platform 

CloudMan platform

...OpenNebula

AWS OpenStack Eucalyptus

GalaxyCloudgene

MapReduce tools Traditional tools

Batch

Cluster jobs

SGE HTCondorHadoop Spark ...



Packaged platform enables 
reproducibility 

Move or share 

Platform A 
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CloudMan 

User-specific platform 



2010 2011 2012 2013 2014

- Project start as 

part of Galaxy

- Initial version 

available on AWS

- Expansion of available tools 

- Deployment automation

- Infrastructure scaling: 

compute and storage

- Support for instance 

sharing

- AWS spot instance support

- Use AWS S3 as a local file 

system

- Multi-cloud support: 

OpenStack, 

OpenNebula, 

Eucalyptus

- Support for Hadoop 

jobs, HTCondor

- API

- Versioned 

deployments

- Galaxy & object 

store integration

- Support for 

cloud bursting 

* planned

*
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