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Biology has been rapidly transformed 
into a data intensive science



Illumina HiSeq: ~2550 GB 

per day, $16k$20k per run

Greater than 1Mb per dollar

With multiplexing, as little as 

$100 per sample.

454 GS / Junior: 40-400Mb 

runs, but read lengths 

pushing 1kb

Ion Torrent PGM: 

10Mb-1Gb runs, 

200-400bp reads, 2 hour 

runtime, $500!

PacBio RS: Direct single 

molecule sequencing, only 

35k reads, but long read 

lengths, 30 minute runs!



(http://pathogenomics.bham.ac.uk/hts/)



We can turn many functional annotation problems 

into sequencing problems

An individual genome is relatively static

Transcript levels, epigenomic modifications, and 

chromatin structure vary based on cell type, time, 

condition, ...

Enormous potential for data generation



Resequencing



De-novo genome 
sequening



Direct RNA sequencing



Open Chromatin assays
(DNase, FAIRE)



Transcription factors
(ChIP-seq)



Histones variants
(ChIP-seq, MNase-seq)



Long range interactions
(5C, Hi-C, ChIA-PET



Methylation
(Bisulfite-seq)



Investigators across nearly all areas of biology 

can take advantage of these techniques

Investigator driven data production replacing 

large community data production projects

This “democratization of sequencing“ has not 

yet been matched by democratization of analysis 

infrastructure, burden is largely on the 

investigator

However, making sense of this data requires 

sophisticated methods



How can these methods be made 

accessible to scientists?

How do we facilitate transparent 

communication of analyses?

How do we ensure that analyses are 

reproducible?



A crisis in genomics research: 

reproducibility



Microarray Experiment Reproducibility

• 18  Nat. Genetics microarray gene expression 

experiments 

• Less than 50% reproducible

• Problems

• missing data 38%

• missing software, hardware details 50% 

• missing method, processing details 66%

Ioannidis, J.P.A. et al. Repeatability of published microarray gene expression analyses. Nat Genet 

41, 149-155 (2009)



NGS Resequencing Experiment Reproducibility

• 14 resequencing experiments in Nat. Genetics, 

Nature, and Science 2010

• 0% reproducible?

• Problems

• limited access to primary data 50% 

• some or all tools unavailable 50%

• settings & versions not provided 100%



Galaxy: accessible analysis system



What is Galaxy?

• A free for everyone web service integrating a 

wealth of tools, compute resources, terabytes of 

reference data and permanent storage

• Open source software that makes integrating your 

own tools and data and customizing for your own 

site simple



Integrating existing tools into a uniform framework

• Defined in terms of an abstract 

interface inputs and outputs 

• In practice, mostly 

command line tools, a 

declarative XML description 

of the interface, how to 

generate a command line

• Designed to be as easy as 

possible for tool authors, while 

still allowing rigorous 

reasoning





HTML inputs generated from abstract parameter description



}
Template for generating 

command line from 

parameter values



Functional tests to be run 

with the “full stack” in place



Much more complex interfaces can be defined



Repeating groups of parameters



Conditional groups, grouping constructs can be nested



Template language for building complex command lines



Or additional configuration files, scripts, ...



As data sizes grow, increasingly important 

to be able to express within tool parallelism

Naturally parallel split/join constructs can be 

specified in configuration

Parallel environments MPI can be used, but 

management delegated to underlying resources

Ongoing work to support more 

complex scenarios



Customization extends beyond tools

• Everything in the Galaxy framework is either 

configuration driven or pluggable or both

• Tools conventionally extended through 

configuration, but new tool types can be added

• Datatypes added through configuration, or plugin 

classes for advanced functionality

• Nothing inherently specific to genomics!



Dozens of tools for different NGS applications packaged with Galaxy



Analysis environment



Galaxy analysis interface

• Consistent tool user 

interfaces 

automatically 

generated

• History system 

facilitates and tracks 

multistep analyses



Automatically and transparently tracks 

every step of every analysis



As well as user-generated 

metadata and annotation...



Workflows



Galaxy workflow system 

• Workflows can be 

constructed from scratch 

or extracted from existing 

analysis histories

• Facilitate reuse, as well as 

providing precise 

reproducibility of a 

complex analysis





Example: Workflow for differential expression analysis of RNAseq using Tophat/

Cufflinks tools



Example: Diagnosing lowfrequency heterosplasmic sites in two tissues from the 

same individual



Galaxy deployment models



Galaxy main site

http://usegalaxy.org

• Public web site, anybody can use

• ~500 new users per month, ~100 TB of user data, 

~130,000 analysis jobs per month, every month is 

our busiest month ever...

• Will continue to be maintained and enhanced, but 

with limits and quotas

• Centralized solution cannot scale to meet data 

analysis demands



Local Galaxy instances

http://getgalaxy.org

• Galaxy is designed for local installation and 

customization

• Just download and run, completely self

contained

• Easily integrate new tools

• Easy to deploy and manage on nearly any unix 

system

• Run jobs on existing compute clusters



• Move intensive processing tool 

execution to other hosts

• Frees up the application server to serve 

requests and manage jobs

• Utilize existing resources

• Supports any batch scheduler that 

supports DRMAA most of them

• All levels of job running and scheduling 

are pluggable

Scale up on existing resources



Galaxy Cloud

http://usegalaxy.org/cloud

• Ondemand resource acquisition fits well with the 

irregular resource needs of many labs working with 

sequence data

• Our goal is to approach the ease of use of a 

“software as a service” solution while maintaining 

the flexibility and control of an infrastructure based 

solution



Using Amazon EC2: Startup in 3 steps







Can use like any other Galaxy instance, with additional 

compute nodes acquired and released (automatically) in 

response to usage



Share a snapshot of this instance





Tool installation and configuration, image creation, 

etc, all completely automated and extensible

Cloud instances include all tools available 

in main Galaxy and more

Same automation approach can be used for 

configuring tool dependencies for a local Galaxy

VM image with just tools available, currently at

http://s3.amazonaws.com/usegalaxy/UseGalaxy.ova

http://s3.amazonaws.com/usegalaxy/UseGalaxy.ova
http://s3.amazonaws.com/usegalaxy/UseGalaxy.ova


Why we love clouds and cloudlike things:

Reasonably cost effective and efficient 

elasticity + autoscaling definitely save money

Analysis costs are more directly quantifiable

Infrastructure as an abstraction + standard APIs for 

provisioning reduces risk of vendor lockin

Virtualization makes so many things easier



Publishing and sharing



Everything can be shared



Pervasive search allows others to find published items of interest



Galaxy Page for a recent study on mitochondrial heteroplasmy



Actual histories and datasets directly accessible from the text



Histories can be imported and the exact parameters inspected



Workflows and other entities can also be embedded 



And imported for inspection, verification, and reuse



• Galaxy's publishing features facilitate access and 

reproducibility without any extra leg work

• One click grants access to the actual analysis you 

performed to generate your original results

• Not just data access: the full pipeline

• Annotate each step

• Anyone can import your work and immediately 

reproduce or build on it

The power of Galaxy publishing





Visualization



Integration with many existing browsers extensible



Visualization and analytics:

Galaxy Track Browser

Entirely web standards based to support 

sharing, communicating, and collaborating 

around visualizations

Dynamic and responsive

Open source and extremely extensible









With increasingly complex tools, more 

experimentation with parameters is necessary, 

visual feedback aids exploration

Galaxy already provides a very sound model for 

abstracting interfaces to analysis tools

Existing tool framework can be leveraged for 

visual analytics



Dynamic filtering on element properties here, FPKM for putative transcripts



Modifying Cufflinks parameters and locally reassembling



Arbitrary visualization types supported

but not implemented

Access to tools and visual analytics specific features 

e.g. local computation using global models

can be used by new visualization types



Scaling Galaxy: two distinct problems

• So much data, not enough infrastructure. 

• Solution, encourage local Galaxy instances, 

cloud Galaxy, support increasingly decentralized 

model, improve access to exiting resources

• So many tools and workflows, not enough 

manpower

• Focus on building infrastructure to allow 

community to integrate and share tools, 

workflows, and best practices 



Galaxy toolshed vision

• Allow users to share “suites” containing tools, 

datatypes, workflows, sample data, and automated 

installation scripts for tool dependencies

• Version controlled

• Community annotation, rating, comments, review

• Dependency resolution

• Integration with Galaxy instances to automate tool 

installation and updates



1 2 3 ∞

http://usegalaxy.org

http://usegalaxy.org/community

Galaxy Tool 

Shed

...

Galaxies on 

private clouds

Galaxies on 

public clouds

...

private Galaxy installations

p
rivate
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Some future challenges

• Capturing and automatically deploying tool 

dependencies, automatic tool acquisition in Galaxy 

instances

• Better interfaces for highly parallel analysis e.g. 

running the same workflow across 192 individuals

• Various workflow engine improvements, partial 

data streaming, combined experimental/

computational workflows
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Join us, contact me at:

james@jamestaylor.org

Opportunities for collaboration, positions for

postdocs, researchers, software engineers
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