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Lifeportal features 
  

• Cluster integration 
•   Web proxy-server Apache and SSL  
•  Databases on a separate DB host (SSL connection) 
•   Remote authentication and authorization (FEIDE - 

Norwegian Academic IDP) 
•   Accounting  with integrated project management 

interface: 
•  Users are organized hierarchically (project 

managers and users) 
• GOLD allocation manager accounts for the 

resources management (users/projects/cpu 
hrs) 

•   Big file upload (Filesender) – up to 250 GB per file 
•   Reporting module generating PDF reports on the fly 
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Accounting 
 

• Only one Galaxy project on the cluster 
• Sub-project management on Galaxy level (GOLD manager) 
• Galaxy-integrated project application, project management 

and project reporting interface 
• Types of users: 

• Visiting user – instant access to limited resources 
from the portal’s pool 

• Small project access – locally granted access to 
resources from the portal’s pool 

• Large projects – reviewed projects with access to 
resources outside the portal’s pool 

 

Cluster job submission 
 
• Building blocks 

• SLURM job manager 
https://computing.llnl.gov/linux/slurm/) 

• SLURM DRMAA 
(http://apps.man.poznan.pl/trac/slurm-
drmaa) 

• DRMAA python egg 
• Cluster file system exported to the 

Lifeportal server 
• Galaxy file edits 

• drmaa.py, mapper.py, tool_runner.py 
• User-defined job parameters – 

tool_form.mako 
 
 

Applications 
 

• Currently about 350 applications available 

• Applications reside and are executed on the HPC resource 

• PATH variable managed by environment modules package 

• All Galaxy internal scripts exported to cluster file system ( galaxy-dist/lib source 

tree) 

• Locally developed wrappers  - MrBayes, BEAST, SNAPP, Structure, RAxML, PAUP, 

PhyML, Migrate, MrModeltest, PAML, PhyloBayes, Gaussian, Autodock, 

Autodock screen 

• Filesender integration for large files upload 

(https://www.assembla.com/spaces/file_sender) 

One of the main goals of the high performance computing services at 
the University of Oslo is to make the complex HPC resources accessible 
to a wide audience with a varied degree of experience. 
 
The Lifeportal enables users to utilize the HPC resources through a web 
interface making them accessible not only to researchers traditionally 
close to computing disciplines but also to researchers from domains with 
emerging needs for computational resources (e.g. medical research or 
linguistics).  The Lifeportal is currently geared towards biomedical 
research with a special emphasis on the next generation sequencing 
data processing while a text mining instance is being finalized.  

The front end of the Lifeportal is based on Galaxy - web-based platform 
for data intensive research.  Apart from providing an easy to use web 
interface to a computing backend, Galaxy enables collaborative and 
reproducible research by controlled data and workflow sharing.  
Integration of new application into the Lifeportal is greatly enhanced by 
an existing public repository of application wrappers 
(toolshed.g2.bx.psu.edu/).  
 
In our poster, we describe additions and modifications that lead from a 
standard Galaxy distribution to the production Lifeportal server. 
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