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BioBlend is a python library which wraps and documents the functionality of both the Galaxy and the CloudMan REST-based APls. The Galaxy API gives users access to a rapidly

exanding set of Galaxy functionality, while the CloudMan API allows users to manipulate the CloudMan cloud-based job runtime platform. These APIs can be used individually, or
can be used together to automate the end-to-end provision and operation of a Galaxy cluster on the cloud.

The library is easily installable via PyPi and comes with detailed documentation and example scripts. BioBlend is released under the MIT license. Documentation and installation
instructions can be found at http://bioblend.readthedocs.org/.
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CloudMan

CloudMan Console

manage services provided by the application.

CloudMan allows users to launch an SGE compute cluster in the cloud, with a pre-configured Galaxy
server, installed tools, and reference genomes. The virtual cluster can be scaled dynamically to match

Terminate cluster Add nodes Vv Remove nodes
Status
Cluster name: galaxy-dev-vic H
Disk status: 0/0 (0%) %

Worker status: Idle: 0 Available: 0 Requested: 0

Service status: Applications @ Data @

05:54:31 - Master starting

05:54:37 - SGE service prerequisites OK; starting the service
05:54:44 - Setting up SGE...

take a while)
05:57:27 - Done running post_start_script
05:57:27 - All cluster services started; the cluster is ready for use

- CloudMan from Galaxy =l s el = “— C [ https://main.g2.bx.psu.edu/api/histories/0a7b7992a7cabaec?key=123456789%abcdef1011 =

Researohers Welcome to CloudMan. This application allows you to manage this instance cloud cluster and the services provided
within. Your previous data store has been reconnected. Once the cluster has initialized, use the controls below to

Autoscaling is off. " -
Turn on? error": 0,

05:54:33 - Completed the initial cluster startup process. Configuring a previously existing cluster of type SGE

05:56:58 - post_start_script found and saved to '/mnt/cm/post_start_script'; running it now (note that this may

Galaxy API

{

"annotation”: ""
“contents_url”: "/api/histories/0a7b7992a7cabaec/contents”,
"id": "0a7b7992a7cabaec”,

Access Galaxy “name"”: "New output history"”,

"nice_size": "1.4 MB",

"state"”": "ok"

"state detalls {
"discarded" 0,
"empty": 0,

“"failed metadata": 0,
"new": 0,

"ok": 8,

"paused”: 0,

"queued": 0,
"running”: 0,
“setting_metadata": 0,
"upload”: 0

Galaxy provides a rapidly-growing REST-based API which allows users and administrators to access
Galaxy features programatically. This can be used for high-throughput automation, and also allows
more complex scripting logic than is possible using the Galaxy Workflows GUI. This is particularly

demand, reconfigured, saved and relaunched, and shared for re-instantiation by other users. CloudMan useful in high-throughput sequencing analysis, where we often need to base workflow behaviour on

runs on cloud providers such as Amazon (AWS) and the Australian Research Cloud (OpenStack).

CloudMan has its own REST-based APl which is wrapped by BioBlend.

BioBlend

BioBlend wraps the REST-based APIs of Galaxy and CloudMan in a high-level language (python).
It can be used to automate the provision of cloud-based infrastructure and/or operations on a

Galaxy server. We plan to include the Galaxy Toolshed APl into BioBlend as it matures. See
below for an illustration of sample BioBlend calls.

cfg

cmi

from bioblend.cloudman import CloudManConfig, CloudManInstance

CloudManConfig(access_key, secret_key, cluster_name, ami_id,
instance_type, password, block_till_ready=True)

CloudManInstance.launch_instance(cfg)
cmi.initialize(cluster_type=’Galaxy’, initial_storage:;:;;;;;;\\\\\\\
print cmi.get_status()

cmi.enable_autoscaling(min_nodes=0, max_nodes=10)

sample metadata.
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from bioblend.galaxy import GalaxyInstance

BioBlend comes with extensive documentation and easy installation
instructions, available at http://bioblend.readthedocs.org/

BioBlend 0.2.3-dev documentation »
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BioBlend

About

BioBlend is a Python (2.6 or higher) library for interacting with CloudMan and Galaxy‘s API.

Conceptually, it makes it possible to script and automate the process of cloud infrastructure provisioning and
scaling via CloudMan, and running of analyses via Galaxy. In reality, it makes it possible to do things like this:

+ Create a CloudMan compute cluster, via an API and directly from your local machine:

from bioblend.cloudman import CloudManConfig

from bioblend.cloudman import CloudManInstance

cfg = CloudManConfig( ‘<your cloud access key>', ‘<your cloud secret key>', 'My CloudMan'
cmi = CloudManInstance.launch_instance(cfg)

cmi.get_status()

¢ Reconnect to an existing CloudMan instance and manipulate it:

from bioblend.cloudman import CloudManInstance

cmi = CloudManInstance(“<instance IP>", "<password>")
cmi.add_nodes(3)

cluster_status = cmi.get_status()

cmi.remove_nodes(2)

+ Interact with Galaxy via a straightforward API:

from bioblend.galaxy import GalaxyInstance

gi = GalaxyInstance('<Galaxy IP>', key='your API key"')
libs = gi.libraries.get_libraries()
gi.workflows.show_workflow( ‘workflow ID")
gi.workflows.run_workflow( ‘workflow ID', input_dataset_map)

- | gl = GalaxyInstance(url=cmi.galaxy_url, key=galaxy_api_key)

my_workflow = gi.workflows.import_workflow_from_json(json_string)

my_dataset = gi.libraries.upload_file_from_local_path(library_id, local_path)
datamap = {input_id: { : , : my_dataset[ 1}+}

gl .workflows.run_workflow(my_workflow[ ], datamap, history_name= )

Use, contribute!

BioBlend wraps a subset of the still-growing Galaxy REST API. Code contributions,
feedback and suggestions are welcome.

Documentation: http://bioblend.readthedocs.org/
Source: https://github.com/afgane/bioblend

Galaxy REST API source: https://bitbucket.org/galaxy/galaxy-central/src
and explore lib/galaxy/webapps/galaxy/api/
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