High-Performance De Novo RNA-Transcript Assembly Leveraging Distributed Memory and Massive Parallelization
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Exemplifying collaborative software development between industry and academia to tackle

MP| inchworm Computations at Cray, Inc.

computational challenges in manipulating large volumes of next-gen sequence data, leveraging
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Note that_co-arrays will be part of gnu fortran (gfortran) starting with version 4.10. >
Three main sections define the TrinityRNASeq software.
We focus our work on the Inchworm part: This Cray bioinformatics library includes the following list of Fortran library routines:
+ Parallel search and sort routines
« Parallel Smith-Waterman alignment routines
« Parallel sequence manipulation routines
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