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Introduction

The rapid evolution of next generation sequencing technologies (NGS) together with decreasing costs are creating a challenge
to store and analyze the vast amount of sequencing data that are generated by experimental biologists. Configuring suitable
data analysis software and having access to readily available computation and storage resources are the two major
bottlenecks faced by many research groups. In this on-going collaboration, NIOO and NBIC BioAssist program are building
Galaxy@HPCcloud solution to jointly tackle these two challenges.

Advantages of Cloud Systems BiGGrid & SARA HPC Cloud (Calligo)

Rapid elasticity (scale up/down dynamically) 19 x Intel Xeon 32 core processors (0 )
Full adminstrational rights 19 x 256GB RAM (' )
Perfect for project-based research 400TB shared storage

- Access to powerful compute systems
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Details BiG Grid

the dutch e-science grid
Cloudman brings Galaxy to the Amazon Cloud \
The HPC Cloud is powered by OpenMebula
- A python module is written to support Cloudman Outcnmes
Ongoing project to support autoscaling and
persistent storage Public images to run Galaxy on the HPC Cloud

" Instructions and source available on bitbucket and wiki
MNBIC Galaxy server on the HPC Cloud with pre-installed tools

How it works

Galaxy Cloudman
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Figure 2  Master and worker instances
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