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Introduction

The rapid evolution of next generation sequencing technologies (NGS) together with decreasing costs are creating a challenge
to store and analyze the vast amount of sequencing data that are generated by experimental biologists. Configuring suitable
data analysis software and having access to readily available computation and storage resources are the two major
bottlenecks faced by many research groups. In this on-going collaboration, NIOO and NBIC BioAssist program are building
Galaxy@HPCcloud solution to jointly tackle these two challenges.

Advantages of Cloud Systems BiGGrid & SARA HPC Cloud (Calligo)

Rapid elasticity (scale up/down dynamically) 19 x Intel Xeon 32 core processors ( )
Full adminstrational rights 19 x 256GB RAM ( )
Perfect for project-based research 400TB shared storage

Access to powerful compute systems
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Details

Cloudman brings Galaxy to the Amazon Cloud ‘
The HPC Cloud is powered by OpenNebula

A python module is written to support Cloudman
Ongoing project to support autoscaling and
persistent storage

Outcomes

Public images to run Galaxy on the HPC Cloud
Instructions and source available on bitbucket and wiki
NBIC Galaxy server on the HPC Cloud with pre-installed tools

How it works

- Galaxy Cloud man Info: report bugs | wiki | screencast

Galaxy Cloudman Console Welcome to Galaxy on the Cloud

Initial Cluster Configuration -ovidec Welcome to Galaxy Cloudman. This application allows you to manage this instance of Galaxy CloudMan. Your previous
- data store has been reconnected. Once the cluster has initialized, use the controls below to add and remove 'worker'
nodes for running jobs.

Welcome to Galaxy Cloudman. This application will allow you to manage this . 5 .
cluster and the services provided within. To get started, choose the type of N Terminate cluster Add nodes ¥ Remove nodes Vv Access Galaxy
cluster you'd like to work with and specify the size of your persistent data I I I

storage, if any.

Status

Cluster name: |local test . . . . .

| ’(35 Disk status: 0/0 (0%) Autoscaling is off.
fer Turn on?
Worker status: Idle: 0 Available: 4 Requested: 4

O start a full Galaxy Cluster. Specify initial storage size (in Gigabytes)

Show more startup options

Service status: Applications ® Data ©

| Start Cluster | | External Logs: Galaxy Log

Figure 2 = Master and worker instances

Figure 1 = Launching a Galaxy Instance e
: s d Figure The Galaxy interface on the Cloud




