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With decreasing costs of sequencing technology there is an increasing need for computing resources and tools to work with the data. An alternative to building and
maintaining a large computing infrastructure in-house is to use existing networked computing systems (“cloud computing”) to make use of preconfigured and extensible
servers. Here we present several efforts implementing GMOD software tools using Amazon Web Services (AWS). First, a GBrowse2 server has been prepared with
options for importing available data from Amazon storage (EBS) for several common organisms and well as tools for creating additional rendering servers as needed to
improve the responsiveness of the website. Next, a community annotation server is available with Chado, GBrowse2, JBrowse and Tripal to facilitate taking computational
annotations (for instance from MAKER) and making them available to interested users in the community to review and improve upon. Additionally there are two data
analysis cloud images: one for sequence annotation based on GMOD tools called CloVR, and a cloud implementation of Galaxy called Cloudman.
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For more information, including the AMI ID of the current release, see http://gmod.org/wiki/Cloud. The GBrowse2 AMI is not publicly available yet; please watch the
For a demo, see http://cloud.gmod.org/. GBrowse mailing list and http://gmod.org/wiki/Cloud for announcements.
Cloud Virtual Resource is an automated sequence analysis pipeline powered by GMOD
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For more information, see http://usecloudman.org/ For more information, please see http://clovr.org/
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