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Hello, this is Curtis Hendrickson from the CCTS at  University of Alabama at Birmingham (UAB). 
We have a small galaxy installation, and today I’ll quickly take you through some our successes, and discuss some of our difficulties.
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I’ll start with a little history, and explain why we went this path, give you the details of how we set it up, then talk about issues and dreams. 
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• NGS 

• Researchers requesting help with NGS analysis 

• extra mural sequencing centers not following through 

• UAB Sequencing Core (HiSeq2000, GAIIx, MySeq, etc.) 

• Genomics Workbench 

• Replace aging GCG (Accelrys SeqWeb) installation 

• Workflow engine for our informatics consulting group 

• Delivery of analysis and results by informatics group 

• Self-service by researchers 

• Easy access to campus cluster for non-bio applications. 

 

 

 

 

Motivations 

We had several reasons for doing a galaxy deployment. Specifically, we had both local needs and local resources. 

Chose after literature survey (cited by actual research papers)
Included Emboss package – replace GCG

HPC could extend for non-bio related jobs, but that hasn’t happened yet. 
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• Collaboration   

 

 

 

 

• Model 

• Free to any university account (BlazerID) 

• no disk or CPU limits 

 

 

Organization & Model 

Group FTEs 

CCTS Informatics 3 Research Assoc. (%) 

Sequencing Core 1 Research Faculty (%) 

Research Computing 30% admin/analyst 

Low resource approach. 
RA’s involved in non-NGS, one microbiome (QIIME)
Seq Core faculty priority is to get analyses done – also 
Admin is in-kind support from Research Computing

Don’t have a point person for genome/software upgrades
Shantanu pulls Galaxy from upstream. 
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• 2010 November – start reading papers 

• 2011 Feb – Galaxy on a single VM 

• 2011 May – Galaxy on the Cluster 

Timeline 
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Workflows

VM – ran a 2-sample vaccinia virus genome and ran out of space
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Infrastructure Diagram 

Galaxy 
VM 

4GB RAM 

* Theoretical peak capacity: 8.75 TFLOPS, 2.8TB RAM, 200TB storage
* 1 compute node: 1-48 GB RAM
* Data storage: 200TB Lustre file system
* Scheduler: SGE 6.2
* Applications are installed in NFS shared directory (galaxy: /share/apps/galaxy) which is mounted by the cluster and VM running that application
* Galaxy application: Python Paste server, Apache web server and PostgreSQL database all are running on the same VM (light blue box)
* VM: 64-bit, CentOS 5.8, 4GB RAM
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• Git  powered version control 

• Change control: manual, git-hooks, fabric, Hudson 

etc…  

• Open for collaboration on this front to come up 

with a good workflow 

 

 

 

Deployment 

Used GIT instead of Hg
Prefered Version Control of UAB RC – other existing projects use GIT.
HG dependent on python, so would need 2 python enviornments – one for galaxy and one for hg. 
A Python (interpreted language) web app like Galaxy doesn’t need to rebuilt from src every time a change is made. So, “Deployment = getting updated src files in place, deleting older byte-code (*.pyc files) and restarting web app process (or reloading conf files)”.
Version control system like Git cane be used to get changed files more efficiently than a complete file/dir tree copy. Git provides us  hooks that can be triggered upon various events like - before commit, after commit, just before push, after push, before pull etc. http://www.githooks.com/ 
Recently we started using git hooks for deploying stuff. It's basically checkout of changed files to working/deployment directory + Galaxy restart. This makes live/instant deployment easy, however, backward updates (rollbacks) can be messy with this setup (git revert will work fine, but may not be preferred by everyone).
So we can use other tools like Hudson/Jenkins or Fabric - Python power using SSH (http://docs.fabfile.org/en/1.5/).
In addition to deployment, git hooks can be used for various tasks like:
run functional/unit tests before making a commit
validate coding style before making a commit
etc..
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• UAB customizations are maintained in git 

• Mercurial (hg) used only for pulling changes from 

galaxy-dist in a git branch (upstream-tracker) 

• Upstream-tracker branch is merged with UAB 

‘develop’ branch 

• Planning to use hg-git tool in future 

 

 

 

 

Version control 

We couldn’t find any tool for hg-to-git conversion when we started. So we developed above manual merge approach, however, hg-git tool is better choice now. Someone had pointed out this tool on galaxy-dev as well. We are planning to switch to hg-git tool, but we need to make sure our local/UAB git commit history isn’t lost in the transition. 



UAB  
Research  
Computing 

• Added apache auth exceptions for published 

things (initial hack: now documented by galaxy 

folks) 

• Removed mail domain from login string to match 

file system directories for data libraries and FTP 

import 

• Showed dataset’s file system path (initial hack: 

before expose dataset path was introduced in 

Galaxy) 

• Configured FTP upload using SCP and ACLs 

 

 

 

 

Customizations 
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• Custom FTP upload using SCP and ACLs since the 

beginning (May 2011) 

• FTP upload directories created automatically 

(within 30 mins of first login) if the user has a 

cluster account 

• Galaxy login’s email address is stripped out to 

return only username and it’s matched with 

directory name 

• Users need to ensure that galaxy can read-write 

their files (we take care of it using default ACLs, 

but permissions can be funny at times) 

 

 

 

FTP setup  

Only works for Cluster logins that match BlazerIDs
Currently we provide SCP support only. 
Plan someday to set up SFTP, but not currently enabled. 
FTP viewed as too insecure. 
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• 105 registered users 

• Though only 15 users over 100  Gb 

• Used by the Informatics Group 

• Conduct our own analyses 

• Provide results, with protocols to researchers 

• Gave workshops, talks and classes on campus 

• Uptake by several labs to do their own work 

Successes 
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• Informatics : Often easier to work outside Galaxy 

• Missing output files 

• Missing parameters 

• Older versions of tools 

• Missing tools  

• Hard to work inside and outside of galaxy 

• Green Screen of Death/Corruption during transfer 

• Storage fabric crash October ’12! 

• Just because you told users the data is not backed up, 

does not mean they heard you.  

• Re-building reference data 

Disappointments 

Missing output: tophat unmapped reads
Missing parameters: 
Older versions of tools: BWA, GATK, etc
Missing tools: GATK
A lot of point-and-click for hybrid workflows
	have adopted bash scripts for many analyses
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• Cluster runs SGE, single queue 

• 12 core/48G ram node can be split between several jobs 

• All jobs expected to be “responsible” 

• Per-tool hard-coded DRMAA 

• DRMAA string in universe_wsgi.ini 

• But thread/memory allocation hard-coded into .py files 

• Usually hard-coded to use 100% of memory 

• Usually hard-coded for some fixed thread count 

• Interested in trying new parameterization 

• Only useful if tool wrapper is coded for that! 

 

 

Issues – DRMAA/shared cluster 
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• Per-tool hard-coded DRMAA 

• Green Screen of Death 

• File upload and download woes  

• De-compress failures 

• Run on head node (clarify: not cluster head node, but 

Galaxy app node) 

• No checksum/md5 checking – leads to garbage 

in/garbage out w/o any alert! 

• SAM indexing running on the head node (clarify: 

not cluster head node, but Galaxy app node) 

 

 

Issues – garbage in, garbage out 
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• File upload method does more than upload – e.g 

during FTP upload of non-binary data file (sam), 

Galaxy processes new line characters. So data 

staged and imported in Galaxy won’t be same.  

• How about upload doing only the file upload and 

then having a separate tool for file 

sanitization/conversion?? 

• Need uniform/consistent file download methods 

for all datatypes or at least documentation for 

each datatype. Existing approach varies according 

to file/datatype, so it’s difficult to debug or 

customize  

 

File uploads/downloads 

FTP upload of non-binary (sam) file: File is copied to temp space line-by-line while removing DOS-style new-line characters. Then the temp file is copied back to FTP upload directory with the same name. IMO, file upload should only copy/move the original file without any intermediate operations. 

File/dataset download methods: are not consistent for all datatypes. Also, it’s different depending on whether you are hitting download button in right-side history or viewing history in center-panel or just the dataset. (For the later case, we can pull out details from 2-3 internal tickets.) It would be nice if there is some documentation on how it is handled so that we can debug or customize.
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• Power-users going to command-line 

• Want latest versions of program 

• Want missing output files/options 

• DRMAA nightmares 

• Inter-step queue times 

• GATK 

• Velvet/Abyss 

 

Status and Successes 
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• Universal job resource request interface 

• Reference dataset handling automation 

• More docs and capabilities in tool definition file 

logic 

• Auto-download for NCBI blast & taxonomy 

(prototyped) 

• Automation/simplification of indexes 

• Index user-provided genomes 

• Have many versions of a program available at 

once. 

 

 

Wish List 
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